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a b s t r a c t 

In recent years, Win-Stay-Lose-Learn rule has attracted wide attention as an effective strategy updating 

rule, and voluntary participation is proposed by introducing a third strategy in Prisoner’s dilemma game. 

Some researches show that combining Win-Stay-Lose-Learn rule with voluntary participation could pro- 

mote cooperation more significantly under moderate temptation values, however, cooperators’ survival 

under high aspiration levels and high temptation values is still a challenging problem. In this paper, in- 

spired by Achievement Motivation Theory, a Dynamic-Win-Stay-Lose-Learn rule with voluntary partici- 

pation is investigated, where a dynamic aspiration process is introduced to describe the co-evolution of 

individuals’ strategies and aspirations. It is found that cooperation is extremely promoted and defection is 

almost extinct in our model, even when the initial aspiration levels and temptation values are high. The 

combination of dynamic aspiration and voluntary participation plays an active role since loners could 

survive under high initial aspiration levels and they will expand stably because of their fixed payoffs. The 

robustness of our model is also discussed and some adverse structures are found which should be alerted 

in the evolutionary process. Our work provides a more rational model and shows that cooperators may 

prevail defectors in an unfavorable initial environment. 

© 2021 Elsevier Ltd. All rights reserved. 
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. Introduction 

Though cooperative behavior is ubiquitous in biological, eco- 

omic and social systems [1–3] , how to explain its emergence 

nd stability is still a valuable and challengeable problem in re- 

ated fields [4] . Prisoner’s dilemma (PD) game is a representative 

odel to describe the social dilemmas among selfish individu- 

ls. In a typical PD game, two players choose cooperation or de- 

ection simultaneously without communication. One will always 

et a higher payoff if it chooses defection whichever its oppo- 

ent chooses, but if both of them choose defection, their payoffs 

re lower than those of both choosing cooperation, which leads 

o a conflict between individual rationality and collective rational- 

ty. Evolutionary game theory has been thought of as a powerful 

athematical framework to reveal the mechanisms for coopera- 

ion phenomenon in the competitive environment. In [5] , Nowak 
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ound five typical mechanisms which are conducive to the exis- 

ence of cooperation: kin selection, direct and indirect reciprocity, 

etwork reciprocity, and group selection, among which network 

eciprocity has received the most widespread attention. Series of 

esearches focus on different kinds of network structures, such as 

attice [6,7] , small world networks [8,9] and scale-free networks 

10,11] . Besides, many social mechanisms have been proved to en- 

ance cooperation, such as punishment [12–15] , game organizers 

16,17] , compassion [18] , memory effects [19,20] , and so on. 

In recent years, aspiration-based strategy updating rules have 

ot more and more attention from researchers [21–29] . A repre- 

entative model is that compared to maximize their payoffs, indi- 

iduals usually tend to keep their strategies when they feel satis- 

ed, otherwise they try to learn what others do, which is called 

in-Stay-Lose-Learn strategy updating rule and there have been 

ome related studies in recent years [30–32] . In most of the above 

esearch, aspiration is a fixed value which is set for all individu- 

ls before the evolution process begins [21–24,30–32] . In fact, dy- 

amic aspiration models meet the actual situation better and there 

re also some related researches [25–29] . But the mechanism how 
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Table 1 

Payoff matrix of OPD games. 
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ynamic aspiration models impact the evolution process is still to 

e resolved. Our work focuses on what role dynamic aspiration 

odels play to promote cooperation, which is compared to fixed 

spiration model. 

Besides cooperation and defection, there are still many other 

ehaviors that could be observed in social dilemmas, such as 

it-for-tat [33] , punishment [34] and voluntary participation [35] . 

mong these, voluntary participation has been most widely intro- 

uced into the research of the PD games in recent years due to the 

niversality of abstention in social dilemmas [35] , which means 

n individual may choose to abstain the PD game and get a low 

ut guaranteed payoff. It appropriately describes the phenomenon 

hat some individuals may choose to reduce interactions in social 

ilemmas, such as a company will decide not to trade due to lack 

f trust in other companies [36] . Because of its spontaneity and 

preadability, it is reasonable and necessary to introduce it as a 

hird strategy besides of cooperation and defection. 

Although Win-Stay-Lose-Learn rule and voluntary participation 

ould promote cooperation under moderate temptation values, co- 

perators’ survival under high aspiration levels and high tempta- 

ion values is still a challenging problem. In this paper, combin- 

ng both of their advantages, a Dynamic-Win-Stay-Lose-Learn rule 

s proposed in the Optional Prisoner’s dilemma game. The model 

ims at promoting cooperation obviously with the appropriate ini- 

ial structure, even when the temptation value T is large. 

In the remainder of our paper, firstly we introduce our 

ynamic-Win-Stay-Lose-Learn strategy updating rule with volun- 

ary participation in the Model section. Then the main valuable 

henomena is shown based on the results of Monte Carlo sim- 

lation, and more detailed analysis about why loners could pro- 

ote cooperation under dynamic aspiration model and what are 

he necessary conditions for promoting cooperation is discussed, 

hich is divide into two different parameter regions in the Results 

ection. Finally the main conclusion and innovation of our work is 

ummarized in the Conclusion section. 

. Model 

Our work considers PD games with voluntary participation in 

hich three strategies are included: cooperation( C), defection( D) 

nd lone( L ), which is also called Optional Prisoner’s Dilemma(OPD) 

ame. Individuals distribute in an L × L square lattice with peri- 

dic boundary conditions, in this paper, L is set to 100, and each 

f them will only interact with its four direct neighbors. The strat- 

gy and aspiration of an individual i are denoted as s i and A i re-

pectively. In the evolutionary process, all individuals update their 

trategies and aspirations synchronously by discrete time steps. 

ne complete step performs according to following rules: 

(a) Rule of game: Each individual i plays OPD games with its 

our direct neighbors to get a payoff P i = 

∑ 

j∈ �i 

P i j , where �i repre- 

ents all direct neighbors of individual i . P i j represents i ’s payoff for 

laying an OPD game with j, which could be got by Table 1 . They

ill receive the reward R or punishment P if they both choose to 

ooperate or defect. If one of them chooses C but the other one 

hooses D, the former will receive the sucker’s payoff S and the 

he latter will receive the temptation value T . If at least one of 
2 
hem chooses L , both of them will get the loner’s payoff l. In OPD 

ames, S < P < R < T and 0 < l < 1 should be meet. 

In this paper, parameters are set as boundary game: R = 1 , P = 

 = 0 and T = b [6,30] . And l is set to 0.3 as what [31] does. 

(b) Rule of strategy’s update: Each individual i compares P i 
ith A i . If P i ≥ A i , i will keep its strategy. If P i < A i , i will select one

f its direct neighbors j at random and imitate j’s strategy with 

he Fermi updating rule: 

 i j = 

1 

1 + exp [(P i − P j ) /K] 
, (1) 

here K represents the amplitude of noise [37] and is set to 0.1 in 

ur model to characterize appropriate randomness [38,39] . 

(c) Rule of aspiration’s update: Each individual i updates its 

spiration according to the difference between P i with A i with the 

inear updating rule: 

 i (t + 1) = A i (t) + a ∗ (P i (t) − A i (t)) , (2)

here A i (0) = A is the initial aspiration for all individuals. The 

ynamic-aspiration process is represented by a linear updating 

ule, where a ∈ [0 , 1] quantifies the evolution rate of aspiration 

29] . When a = 0 , the model is reduced to the fixed aspiration

odel. The upper bound of a = 1 ensures that one’s aspiration will 

e close to but not over payoff. In general, an individual’s aspira- 

ion might not be updated drastically, so a should set to a small 

alue. In this paper, we set a = 0 . 05 . 

To ensure the network to be stable, above step will carry out 

0 0,0 0 0 times repeatedly in a simulation. The final fractions of the 

hree strategies denoting as r C , r D and r L are calculated by the av- 

rage of the last 1,0 0 0 steps. For each pair of parameters, 20 inde-

endent simulations are performed to make the results more ac- 

urate. 

. Results 

.1. Overview 

To begin our discussion, the result of randomly initialized net- 

ork is shown, where all of the three strategies occupy one third 

f the network with random settings. The fractions of three strate- 

ies are denoted as r C0 , r D0 and r L 0 . Besides, for all individuals,

he initial aspiration A is of the same value. Fig. 1 shows r C , r L 
nd r D as a function depending on b for different values of A . It 

ould be found that there are significant differences between the 

esults for different values of A . Two different phases could be eas- 

ly observed, which are called Stable Coexistence and Defection Sup- 

ression respectively. When A ≤ 1 . 2 , cooperators, defectors and lon- 

rs could coexist with moderate fractions respectively. For instance, 

 C = r L = r D = 0 . 33 when A = 0 , r C = 0 . 29 , r L = 0 . 44 and r D = 0 . 27

hen A = 0 . 8 , which are independent with the value of b. When

 > 1 . 2 , it can be observed that r C decreases monotonously with

he increase of the value of b and r L is the opposite. More impor- 

antly, r D always keeps a low level which is related to the value 

f A , even when b > 1 . 8 where the temptation value is so high

hat defectors’ expansion is almost inevitable in many other mod- 

ls [29,31,40–42] . Compared to the results shown in [29] and [31] , 

ynamic aspirations model with voluntary participation plays an 

mportant role to promote cooperation. 

In [29] , due to lack of participation of loners, defectors could 

ccupy the whole network under most regions of parameters. 

hen A ≤ 1 . 0 , cooperators and defectors could coexist. Since all 

ndividuals will get satisfied fast, the stability of the result is pre- 

ictable and could be calculated theoretically, which is similar to 

ur results. When A > 1 . 0 , defectors will always occupy the whole

etwork except when 1 . 0 < A ≤ 2 . 0 and b ≥ A . The authors show

hat under the dynamic aspiration model, there are some typical 
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Fig. 1. Average fractions of cooperators, loners and defectors in the stable state in dependence on b at different values of the A , from left to right respectively. 

Fig. 2. Average fractions of cooperators, loners and defectors in the stable state in 

dependence on A when b = 1 . 6 . 
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Fig. 3. Average fractions of cooperators, loners and defectors as a function of step 

t when A = 0 . 8 and b = 1 . 9 . 
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nitial local structures which could lead to expansion of defection 

nder different regions of parameters. Individuals that evolve into 

ooperators and defectors repeatedly are called Infectors and their 

eighbors which have the same potential attributes are called In- 

ected nodes . Their evolution process will eventually spread to the 

o called High-risk cooperators and cause chain phenomenon. How- 

ver, in our model, the above process won’t happen because of the 

articipation of loners. Loners could suppress defectors’ expansion 

hen A > 1 . 0 for any value of b so that cooperation could be also

romoted. 

In [31] , due to the fixed aspiration model, loners could play the 

ole in suppressing defection only when A ≤ 1 . 2 (assuming l = 0 . 3 ).

hen A > 1 . 2 , loners are always dissatisfied so they are difficult to

urvive. As a result, the fraction of defectors couldn’t be decreased 

o a quite low level. But in our dynamic aspiration model, even 

f A > 1 . 2 , individuals’ aspirations will decrease if they get dissatis-

ed, which provides a favorable environment for the survival of the 

oners. From above we know that the combination of dynamic as- 

iration and voluntary participation plays an active role since lon- 

rs could survive under high initial aspiration levels and they will 

xpand stably because of their fixed payoffs. In the following we 

ill discuss more details according to different regions of parame- 

ers. 

Besides, we discuss the result with initial settings that loners 

ccupy a relatively small percentage of the network in Appendix A 

nd result on the scale-free network is shown in Appendix B. 

.2. Stable coexistence ( A ≤ 1 . 2 ) 

For small values of A , all of three strategies could survive with 

oderate fractions. Fig. 2 presents the fraction r C of cooperators, 
3 
he fraction r L of loners and the fraction r D of defectors when 

table as a function of A when b = 1 . 6 . It is shown that with

 increasing, r L increases but r C and r D decrease. Besides, there 

re some apparent discontinuous transitions which are A = 0.3, 0.6, 

.9 and 1.0. These transitions can be explained as follows. In our 

odel, the payoff of a loner is always 1.2 no matter what strategies 

ts neighbors have. When A ≤ 1 . 2 , a loner’s payoff is higher than 

ts aspiration so it is always satisfied and never changes its strat- 

gy. As for a cooperator or a defector, their payoff can be written 

s n C + 0 . 3 n L and bn C + 0 . 3 n L respectively, where n C , n L and n D 
epresent the number of a node’s C neighbors, L neighbors and D
eighbors and they should meet n C + n L + n D = 4 . There might be

hree different states: 

• When n C > 1 , the node’s payoff is higher than 2.0 and always 

satisfied. 
• When n C = 1 , the node might be dissatisfied only when n L = 0 .

Under this state, the payoffs of a cooperator and a defector are 

1.0 and b respectively. 
• When n C = 0 , the node’s payoff can only be 0, 0.3, 0.6, 0.9 or

1.2. 

As mentioned above, the possible value of a node’s payoff is in 

0.3, 0.6, 0.9, 1.0}, which are consistent with the points that dis- 

ontinuous transitions happen. When a cooperator or a defector 

s dissatisfied, it will change its strategy by imitating its neigh- 

ors. Furthermore, it might become satisfied only when it evolves 

nto a loner. On the contrary, a loner will never change its strat- 

gy. So it is observed that r L will be higher than 0.33 (the initial

raction of L ) when stable. The higher A is, the higher r L will be
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Fig. 4. Average fractions of cooperators, loners and defectors as a function of step 

t when A = 1 . 6 and b = 1 . 6 . 
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hen stable because more cooperators and defectors will be dis- 

atisfied and evolve into loners finally, which is independent with 

he value of b. Fig. 3 presents r C , r L and r D with the time-evolution

hen A = 0 . 8 and b = 1 . 9 . Some cooperators and defectors evolve

nto loners quickly then the network is stable even though under 

igh value of b. Loners play an important role that they will never 

hange their strategies if they are satisfied initially. 

Besides, the theoretically values of r C for different A could be 

alculated by the formula: 

 C = r C0 ∗ (1 −
k ∑ 

n =0 

C k 4 r 
k 
L 0 r 

4 −k 
D0 ) , (3) 

here k = � A/ 0 . 3 � − 1 . 

For instance, when A = 0 . 3 ( k = 0 ), a cooperator will be dissatis-

ed only when all its four neighbors are defectors, with probability 
ig. 5. (a) shows characteristic snapshots of cooperators (red), loners (white) and defec

ith time growing. The steps of them are t= 0, 10, 100, 10 0 0 and 20 0 0 from left to right

he references to color in this figure legend, the reader is referred to the web version of t

4 
f r 4 L . So r C could be calculated as: 

 C = r C0 ∗ (1 − r 4 D0 ) ≈ 0 . 3291 . (4) 

hich is consistent with the Monte Carlo simulation result shown 

n Fig. 2 . 

.3. Defection Suppression( A > 1 . 2 ) 

When A is large, cooperators and loners will expand and coexist 

hile defectors’ survival is greatly suppressed. Fig. 4 presents r C , r L 
nd r D with the time-evolution when A = 1 . 6 and b = 1 . 6 . It could

e easily observed that there are four obvious phases: 

• At first, because the initial aspiration of an individual is 1.6 and 

a loner’s payoff is always 1.2, all the loners are dissatisfied and 

try to change their strategies. On the contrary, most of the co- 

operators and defectors are satisfied. Besides, defectors’s pay- 

offs are higher than cooperators’ on average. So r L decreases 

fast and defectors expand transitorily. 
• With t growing, loners’ aspirations become lower than 1.2, so 

they get satisfied and never change their strategies any more. 

Cooperators and defectors with low payoffs will try to evolve 

into loners and become satisfied, so loners could expand sta- 

bly. At the same time, cooperators form some clusters gradually, 

which is like to the so-called END period [43,44] . 
• With t further growing, cooperators which still survive have 

formed some clusters. Dissatisfied defectors and loners neigh- 

boring with these clusters will evolve into cooperators and 

cause the chain phenomenon, which causes cooperators’ expan- 

sion and it is called EXP period [43,44] . r C increases while r D 
and r L decrease. 

• Finally, all of the three strategies have formed some stable clus- 

ters which will never evolve any more, while there are some 

regions where three strategies mix well. In these regions, be- 

cause of the cyclic dominance, Rock-Scissors-Paper-type cycles 

occur in three strategies. Since loners and cooperators’ clusters 

are easier to expand, it could be found that r C and r L increase 

while r D decreases concussively. The whole network will be sta- 

ble at about t = 20 0 0 . 
tors (black) with time growing. (b) shows the heat map of aspiration distribution 

 respectively. The results were got when A = 1 . 6 and b = 1 . 6 . (For interpretation of 

his article.) 
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Fig. 6. (a) shows characteristic snapshots of cooperators (red), loners (white) and defectors (black) with time growing. (b) shows the heat map of aspiration distribution with 

time growing. The steps of them are t= 0, 10, 50, 100, 150 and 200 from left to right respectively. The results were got when A = 1 . 6 and b = 1 . 6 with r C0 = 0 . 9 , r D0 = 0 . 09 

and r L 0 = 0 . 01 initially. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 7. (a) shows characteristic snapshots of cooperators (red), loners(white) and defectors (black) with time growing. (b) shows the heat map of aspiration distribution 

with time growing. The steps of them are t= 0, 5 and 100 from left to right respectively. The results were got when A = 1 . 6 and b = 1 . 6 r C0 = 0 . 09 , r D0 = 0 . 9 and r L 0 = 0 . 01 

initially. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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In order to further discuss how cooperators, loners and de- 

ectors and their aspiration levels distribute in the network, 

ig. 5 represents snapshots of strategies and aspirations for A = 1 . 6

nd b = 1 . 6 . As it is shown, cooperators and loners are separated

y defectors at first and all of them are located in small-scale clus- 

ers. When the network is stable, loners have formed several large- 

cale clusters while cooperators are still located in many small- 

cale clusters. It is because that when neighboring directly, loners 

re dominant over defectors while defectors are dominant over co- 

perators. 
5 
According to the above analysis, voluntary participation plays 

n important role to promote cooperation because of loner’s fixed 

ayoff. When loners get satisfied, they are certain to survive and 

xpand. But it should be noticed that loners might be extinct be- 

ore part of them get satisfied. As Fig. 6 showing, loners will be 

xtinct soon when the value of r L 0 is too small. Then the network 

egenerates to the two-strategies condition where defectors could 

xpand to the whole network under such parameters. In this case, 

ooperators couldn’t survive with the help of loners. 
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Fig. 8. (a) shows characteristic snapshots of cooperators (red), loners (white) and defectors (black) with time growing. (b) shows the heat map of aspiration distribution 

with time growing. The steps of them are t= 0, 10, 30, 50 and 100 from left to right respectively. The results were got when A = 2 . 4 and b = 1 . 6 with r C0 = 0 . 1 , r D0 = 0 . 8 and 

r L 0 = 0 . 1 initially, where cooperators and loners are separated by defectors. (For interpretation of the references to color in this figure legend, the reader is referred to the 

web version of this article.) 

Fig. 9. (a) shows characteristic snapshots of cooperators (red), loners (white) and defectors (black) with time growing. (b) shows the heat map of aspiration distribution 

with time growing. The steps of them are t= 0, 10, 10 0, 50 0, 10 0 0 and 10 0 0 0 from left to right respectively. The results were got when A = 2 . 4 and b = 1 . 6 with r C0 = 0 . 1 , 

r D0 = 0 . 8 and r L 0 = 0 . 1 initially, where cooperators and loners are mixed well. (For interpretation of the references to color in this figure legend, the reader is referred to the 

web version of this article.) 
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Besides, whether cooperators could survive is also worth con- 

idering. Fig. 7 shows another adverse condition that cooperators 

ill be extinct. At first, nearly all cooperators are surrounded by 

efectors and loners. They are dissatisfied and get lower payoffs 

han their D and L neighbors, so cooperators are extinct more 

uickly than loners. Then loners could expand easily among de- 

ectors because a loner’s payoff will always be larger than a defec- 

or’s payoff if no cooperator exists. As shown in Fig. 7 (a), loners 

ill occupy most of the network when stable, but no cooperator 

xists. 

From the above, voluntary participation could promote coopera- 

ion only when both loners and cooperators are not extinct during 

he evolution process. To further understand this condition, some 

pecial setup should be considered. Fig. 8 shows a typical special 

etup in which cooperators and loners are separated by defectors. 

t is shown from Fig. 8 that in the upper half of the network, all

ooperators are surrounded by defectors and they couldn’t survive 

hen b = 1 . 6 . Meanwhile in the lower half of the network, loners
6 
xpand because of the higher payoffs. But when loners expand into 

he upper half of the network, cooperators have become extinct, so 

he loners will finally occupy the whole network and cooperation 

s not promoted. Fig. 9 shows another initial setting for the same 

arameters and fractions of three strategies with Fig. 8 . Cooper- 

tors and loners mix well in five clusters initially, and it could be 

bserved that cooperators expand on the border of the clusters fast 

y the influence of loners. When loners form clusters and get sat- 

sfied, they will be stable, then cooperators and loners will coexist 

ith moderate fractions. Well-mixed cooperators and loners could 

xpand together, which is the main reason why voluntary partici- 

ation could promote cooperation. 

To conclude, for small values of A ( A ≤ 1 . 2 ), three kinds of

trategies could coexist. Loners will never change their strategies 

ecause of their fixed payoffs, while part of cooperators and de- 

ectors are dissatisfied and evolve into loners, which depends on 

he value of A but is independent with the value of b. Then the 

yclic Rock-Scissors-Paper-type of dominance happens and three 
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Fig. A1. Average fractions of cooperators, loners and defectors in the stable state as 

a function depending on r L 0 for A = 1 . 6 and b = 1 . 6 , where the value of r L 0 is from 

0 to 0.25 and r C0 = r D0 . 
trategies could coexist. For large values of A ( A > 1 . 2 ), coopera-

ors and loners could expand and coexist while defectors’ survival 

s greatly suppressed. Loners could form some large stable clusters 

here all individuals are always satisfied so they could expand un- 

onditionally. Most of the defectors are hard to survive when there 

re a large number of loners in the network because they have 

o chance to get the temptation value T , even when it is large.

n the contrary, cooperators could coexist with loners easily by 

orming many small clusters. Besides, it should be noticed that ini- 

ial distribution has a significant impact on promoting cooperation. 

ooperators or loners may be extinct under the adverse initial dis- 

ribution. Loners should be fully adjacent to both cooperators and 

efectors, which is a necessary condition for promoting coopera- 

ion. In traditional fixed aspiration model, voluntary participation 

lays a rather limited role in promoting cooperation under high 

spiration levels, where loners are always dissatisfied so they are 

ard to survive. Defection cannot be suppressed when b is large. 

owever, dynamic aspiration model provides a favorable environ- 

ent for loners to survive and expand, an individual’ aspiration 

ould decrease to a low level if they get dissatisfied for a long 

erm. When an individual’ aspiration becomes lower than 1.2, it 

ould keep L as its strategy because of the fixed payoff. 

. Conclusion 

In summary, this paper discusses how voluntary participation 

mpacts PD games with Dynamic-Win-Stay-Lose-Learn strategy up- 

ating rule. This dynamic model is adjusted by a single parameter 

 . It is found that the proposal of strategy L could promote coop- 

ration and suppress defection within a wide range of parameters, 

specially when b is large. We also studied how initial distribution 

nfluences the evolutionary process to reveal some adverse initial 

istribution. In OPD games, the best way for loners and coopera- 

ors to survive is mixing well and forming clusters gradually, which 

ould be easily achieved with Dynamic-Win-Stay-Lose-Learn strat- 

gy updating rule. 

Our work combines voluntary participation with dynamic as- 

iration model to provide a new perspective on how voluntary 

articipation promotes cooperation in PD games. In terms of the 

roader relevance of our research, comparing with fixed aspira- 

ion model, dynamic aspiration model is more in line with the law 

f evolutionary games. Dynamic aspiration is the natural tendency 

mong humans, so it is expected that our work provides some 

eference values for solving the social dilemma in the real world 

45,46] . 
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ppendix A. Results with small value of r L 

Though voluntary participation is spontaneity and spreadability, 

t will not exist in large quantities in initial in many practical sce- 

arios besides of the initial settings that all three strategies occupy 

ne third of the network as shown in Fig. 1 , it is also necessary to

iscuss the result with initial settings that loners occupy a rela- 

ively small percentage of the network. Fig. A.1 shows r C , r L and 

 D as a function depending on r L 0 for A = 1 . 6 and b = 1 . 6 , where

he value of r L 0 is from 0 to 0.25 and r C0 = r D0 . For each pair of pa-

ameters, we also did 20 independent simulations to make the re- 

ults more accurate. As it shown, compared to r L 0 = 0 , where r C is

lose to 0 when the network is stable, only a few loners being set 

nitially could protect cooperation. Both r C and r L are greater than 

 D only if r L 0 > 0 . 04 . And when r L 0 > 0 . 10 , the results are similar

o the condition that all three strategies occupy one third of the 

etwork in initial. 

Figs. A.2 and A.3 present r C , r L and r D with the time-evolution 

hen A = 1 . 6 and b = 1 . 6 , with r L 0 = 0 . 04 and r L 0 = 0 . 1 respec-

ively. It could be observed the same four obvious phases as 

ig. 4 shown, and the only difference is the quantity. An interest- 

ng phenomenon is when r L 0 = 0 . 04 , the final fraction r L is greater

han when r L 0 = 0 . 1 and 0.33. From Fig. A.2 we could observe that

he main reason is after r L increases in the second stage, it will 

nly decrease slightly in the third stage. Due to lack of loners ini- 

ially, defectors expand fast so that the average payoffs and aspi- 

ations of the whole network are much lower. Once an individ- 

al evolves into a loner, it will get satisfied with high probability 

ecause of its low aspiration level, so it will keep its strategy L . 

he above analysis further clarifies how defectors are suppressed 

y loners, though there is only a very small proportion of loners in 

nitial. 

To conclude, the emergence of cooperation and the suppres- 

ion of defection don’t require loners to exist in sufficiently 

https://doi.org/10.13039/501100012226
https://doi.org/10.13039/501100004826
https://doi.org/10.13039/501100001809
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Fig. A2. Average fractions of cooperators, loners and defectors as a function of step 

t when A = 1 . 6 and b = 1 . 6 , with r L 0 = 0 . 04 and r C0 = r D0 . 

Fig. A3. Average fractions of cooperators, loners and defectors as a function of step 

t when A = 1 . 6 and b = 1 . 6 , with r L 0 = 0 . 1 and r C0 = r D0 . 
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arge densities in initial. The key principle is dynamic aspiration 

odel provides a favorable environment for loners to survive and 

xpand. 

ppendix B. Results on the scale-free networks 

The main results of our model on the lattice have been shown. 

ut in the real world, the spatial structure of population is often 

rregular, so the result on other irregular networks is also worth 

tudying. Scale-free network is one of classic network models on 
8 
hich most nodes have few neighbors while a small minority of 

odes have a large number of neighbors [47] . It assumes that in- 

ividuals tend to connect with others with more neighbors, which 

s in line with many practical problems. In our paper, a classic al- 

orithm named Barabasi-Albert (BA) algorithm is used to gener- 

te random scale-free networks [48] . In BA algorithm, parameter m 

epresents the number of neighbors a new node will connect with, 

nd N represents the total number of the nodes. At first, a network 

ith m nodes and no edge is generate. Then the remaining N − m 

odes are added into the network one by one, and each of them 

ill connect with other m already existing nodes randomly, proba- 

ility of which is proportional to degrees of already existing nodes. 

e set N = 30 0 0 to ensure the network is large enough, and m is

et to 1,2,4 and 8 respectively to investigate the impact of different 

etwork connectivity on the results. Different from the process in 

he Model section, each individual updates its strategy and aspira- 

ion asynchronously, which means in each step there is only one 

ode updating its strategy and aspiration. The step will carry out 

50,0 0 0 times repeatedly in a simulation, and 20 independent sim- 

lations are performed to make the results more accurate. Fig. B1 

hows r C , r L and r D as a function depending on b for different val-

es of A , where the network is randomly generated and each of 

he strategies occupy one third of the network. It is shown that 

he value of m has a significant impact on the results, and all the 

esults could be compared with A = 0 in each sub-figure where all 

ndividuals are always satisfied. 

• When m = 1 and m = 2 , cooperation could be promoted unless 

A = 0 . 2 , and as A increases, r C also increases. It is worth noting

that when A = 0 . 2 , the results are similar as what we have got

in lattice, and not related to the value of m . The reason for it

is also the same: all loners and the vast majority of defectors 

are satisfied initially, only a part of cooperators are dissatisfied 

and evolve into other strategies then the network is stable. The 

above phenomenon is universal when A ≤ 4 l, so we will not re- 

peat the discussion in the subsequent analysis. 
• When m = 4 , cooperation could not be promoted for every 

value of A , when A = 0 . 4 , loners will dominate the network.

When A = 0 . 6 and A = 0 . 8 , r L and r D are close. Lower value of

A could make loners get satisfied more quickly so r L is larger 

than when the value of A is higher. 
• When m = 8 , survival of cooperation will become more difficult. 

Defectors will occupy the whole network when A = 0 . 4 . While 

when A = 0 . 6 and A = 0 . 8 , defectors will dominate the network

when b < 1 . 4 , and with b increasing, r C and r D decrease while

r L increases gradually. When b > 1 . 55 , loners will occupy the 

whole network. 

To conclude, the combination of low value of m and high ini- 

ial aspirations A could promote cooperation in scale-free network, 

hile moderate and high value of m will always unable to protect 

ooperators’ survival. The more detailed mechanism how complex 

etworks affect cooperation phenomenon in our dynamic aspira- 

ion model will be the focus of our future research. 
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Fig. B1. Average fractions of three strategies in the stable state in dependence on b at different values of the A in BA networks, from left to right are fractions of cooperators, 

loners and defectors respectively, and from top to bottom are m = 1, 2, 4 and 8 respectively. 
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